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ABSTRACT

The presented real-time interactive spatial audio perfor-
mance system is designed to connect an Augmented Real-
ity (AR) interface with a musician or performer. This sys-
tem enables dynamic sound manipulation and creates an
immersive spatialization experience. It is built on Super-
Collider and processes multi-source audio signals. OSC
(Open Sound Control) and MIDI-based tracking are inte-
grated to enhance interaction. Higher-Order Ambisonics
(HOA) is employed for spatial audio rendering. The system
allows the performer’s movements to influence sound posi-
tioning, spectral transformation, and dynamic modulation
through real-time motion tracking. A modular structure
supports expansion with additional sensors, synthesizers,
or external controllers. This adaptability makes the system
suitable for virtual concerts, multimedia installations, and
immersive experiences.

1. INTRODUCTION

Augmented Reality (AR) has expanded the possibilities
of interactive performances by merging virtual and phys-
ical elements in real-time. Despite advancements in AR
technology, controlling spatial audio in AR-based perfor-
mances remains a significant challenge. This is primarily
due to latency issues, complex spatialization algorithms,
and the necessity for seamless interaction between per-
formers and digital sound environments. In particular,
real-time sound manipulation requires a system capable
of capturing movement data, processing it efficiently, and
applying it to a spatial audio engine with minimal la-
tency. To address these challenges, this paper presents a
SuperCollider-based spatial audio performance system that
connects an AR interface with performers and enables real-
time manipulation of sound through movement and vir-
tual interaction. The system provides direct control over
spatial audio rendering. OSC-based motion tracking cap-
tures positional and gestural data and maps it to real-time
sound transformations. MIDI control mapping allows per-
formers to interact with external synthesizers and hard-
ware. Higher-Order Ambisonics (HOA) processes audio
for three-dimensional spatial rendering and ensures the re-
alistic positioning of sound sources in an immersive en-
vironment. Advanced sound design modules for AR per-
formers apply spectral transformation, dynamic filtering,
and spatial effects to enhance the performer’s expressive

Copyright: ©2025 Hyunkyung Shin et al. This is an open-access article
distributed under the terms of the Creative Commons Attribution License
3.0 Unported, which permits unrestricted use, distribution, and reproduc-
tion in any medium, provided the original author and source are credited.

capabilities. This study demonstrates how integrating mo-
tion tracking, spatial audio processing, and dynamic sound
design enhances real-time audio interaction in AR envi-
ronments. The system expands the expressive potential of
performers, allowing them to manipulate spatial sound in-
tuitively in virtual spaces. Beyond live performances and
interactive installations, this approach paves the way for
future applications in AR-based sound design and immer-
sive musical experiences.

2. BACKGROUND AND RELATED WORKS

2.1 Computer-based Performance System

2.1.1 A computer music performance system (CMPS)
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Figure 1. The components of a computer music performance system
(Anderson and Kuivila, 1990).

A computer music performance system (CMPS) defines
the fundamental structure of a computer-based perfor-
mance system [1]. It comprises input devices, a control
computer, synthesizers, and additional I/O devices, con-
verting a performer’s gestures into digital data for real-
time processing and output. Input devices include general-
purpose computer peripherals, MIDI keyboards and other
traditional instrument-based controllers, and specially de-
signed musical input devices. The control computer pro-
cesses these inputs to generate sound control commands,
such as note on/off signals and continuous timbre adjust-
ments. Synthesizers receive control commands via the
MIDI protocol, generate audio signals, and deliver them to
performers and audiences. They can also support record-
ing when required.

2.1.2 Interactive Music System (IMS)

Interactive Music System (IMS) extends traditional mu-
sical interfaces by providing a 3D performance experi-
ence with a standard musical keyboard as the primary con-
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troller [2]. A multi-track looper enables the creation of
multiple sound sources, referred to as Musical Agents,
which function as loops of musical material. Real-time
sound synthesis allows flexible timbre control through the
physical interface. The performer’s body and surround-
ing space are integral to the system, requiring sufficient
physical room for interaction with sound sources. An am-
bisonic speaker array implements spatial audio, deliver-
ing an immersive sound experience without the need for
wearable devices. The audio position of sound sources
is visually represented in 3D space using MR technol-
ogy. Motion tracking enables users to manipulate sound
sources as physical objects and map their movements to
target locations. Musical agents can operate autonomously,
dynamically modifying musical lines based on user input
and interactions with other agents while maintaining the
performer’s playing style. Users can control autonomy
through the 3D visual interface, enabling or disabling au-
tonomous behavior as needed.

2.2 Augmented Reality in Performance

Augmented Reality (AR) enables new forms of artistic
expression and audience engagement in performance. In
the field of music, AR-based interactive visualization and
composition systems have been developed to facilitate
real-time interaction with music by manipulating virtual el-
ements through hand tracking or marker recognition [3, 4].

In theatrical performance, AR has been utilized to en-
hance storytelling through real-time digital overlays and
interactive stage design. Recent studies have proposed
technologies that allow performers to directly control AR-
based visual elements and synchronize digital and physical
components [5].

Additionally, Audio Augmented Reality (AAR) technol-
ogy employs spatialized soundscapes to guide audience in-
teraction, providing an immersive and participatory perfor-
mance experience [6]. As a medium that connects physical
spaces with virtual environments, AR suggests the poten-
tial to reshape the structure of performance. With further
advancements in AR-based interaction technologies, its
applications in performance are expected to expand [7, 8].

2.3 OSC-based Audio Connection

Open Sound Control (OSC) is a protocol widely utilized
in music technology for real-time sound manipulation and
spatial audio implementation. It is particularly effective in
transmitting data between devices, enabling real-time con-
trol over sound parameters [9]. Due to these characteris-
tics, OSC plays a crucial role in interactive audio and spa-
tial sound design. OSC enables real-time interaction with
sound through gesture-based control, enhancing musical
expressiveness in live performances [10]. It is also a pow-
erful tool for real-time sound synthesis, allowing for the
manipulation of synthesis parameters across multiple de-
vices in distributed music systems. In spatial audio appli-
cations, OSC is used to manage and control audio position-
ing [11] and facilitates precise sound placement [12]. Ad-
ditionally, it is essential in 3D environments for effective
sound source localization, ensuring accurate spatial per-
ception of audio sources in immersive settings [13]. Fur-
thermore, OSC enhances networked music performances

by enabling multi-device synchronization and real-time
collaborative sound manipulation[14].

3. SYSTEM DESIGN
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Figure 2. AR performance system with two AR Interfaces

The performance system integrates augmented reality
(AR) interfaces for real-time, gesture-based control. It
consists of input devices, audio processing modules, and
an audio output stage, allowing performers to control spa-
tialization using hand gestures. Motion data from the AR
interfaces is transmitted via Open Sound Control (OSC) to
SuperCollider, where it undergoes spatial audio processing
and encoding. The processed signals are then decoded and
output through loudspeakers, as shown in Figure 2.

3.1 AR Interface

Figure 3. 6DOF ARCube.

The performance system for AR performance integrates
two AR interfaces to support a multi-performer envi-
ronment. Performers interact with the AR interface by
wearing a Head-Mounted Display (HMD). Performers can
freely manipulate a cube and four objects color-coded in
red, green, blue, and yellow using pinch and grab gestures
(Figure 3). The cube transmits the 6-degree-of-freedom
(6DOF) position data of each object via OSC.

Listing 1. OSC connection with AR Interface for xyz.
OSCdef(’/quest/1/xyz’,

{
arg msg, time, addr, recvPort;
var x,y,z;
var idx = msg[1]-1;



˜quest_xyz_BUS[idx].setAt(0, msg[2]);
˜quest_xyz_BUS[idx].setAt(1, msg[3]);
˜quest_xyz_BUS[idx].setAt(2, msg[4]);

}, ’/quest/1/xyz’);

3.2 OSC and MIDI Communication

OSC connections enable dynamic control of sound param-
eters by mapping external positional data from two AR in-
terfaces and MIDI control signals to internal SuperCollider
buses (Listing 1).

3.2.1 OSC Connection

The OSC (Open Sound Control) module is responsible for
receiving and processing real-time motion-tracking data
from an external device. For AR performance, OSC is used
for connecting 2 AR interfaces with SuperCollider. The
performance system listens for incoming OSC messages
and maps them to relevant control buses, which enabled
spatial tracking, positional modulation, and movement-
based sound transformations.

Specifically, 6DOF data based on real-time interaction
with objects are sent via OSC and mapped to each bus in
SuperCollider (Table 1).

OSC Message Data Bus Assignment
/quest/1/aed Azimuth,

Elevation,
Distance

quest aed BUS[idx]

/quest/1/xyz X, Y, Z Po-
sition

quest xyz BUS[idx]

/quest/1/pry Pitch, Roll,
Yaw

quest pry BUS[idx]

Table 1. Core Sound Effects for four different virtual objects within AR-
Cube.

3.3 Sound Design

The system integrates two different modules for each in-
strument for sound mapping, based on the 6 degrees of
freedom of ARCube. two modules designed to be compat-
ible with double bass and modular synthesizer. As shown
in Table 2, the sound design integrates sound effects based
on the location of four different sound sources.

Virtual Objects Sound Effects
RED Pitch and Spatial Diffusion.
GREEN Feedback and Delay
BLUE Bit-Crush and Freeze Effects
YELLOW Grain Length and Density

Table 2. Core Sound Effects for four different virtual objects within AR-
Cube.

To optimize sound processing according to the input char-
acteristics of acoustic instruments, /SynthDefs are com-
monly used but also differ in certain aspects.

The following /SynthDefs are examples of common
modules used for both instruments:

• frequency modulation: Perform frequency
modulation and wavefolding distortion.

• spectral delay: Apply delay-based spectral
diffusion.

However, /SynthDefs remain adaptable to different
processing needs. For example, double bass and modular
synthesizer share feedback and delay diffusion effects but
use different parameters. In the quad pdf synthesizer,
both modules apply delay-based spectral diffusion, but the
variation is controlled differently by the delaybus and
feedbackbus parameters.

In double bass.scd, the absence of explicit feed-
back constraints allows for more flexible modula-
tion and broader diffusion effects. However, in
modular synth.scd, the feedbackbus suggests
that delay feedback is tightly controlled, reducing the ex-
tent of time-dependent spectral diffusion.

3.4 Spatial Rendering

For the performance system, spatialization is implemented
using SuperCollider with the Higher Order Ambisonics
(HOA) class and multi-channel bus processing, which en-
able sound to be positioned or moved within a defined spa-
tial field.

The following /SynthDefs serve as examples of spa-
tialization implementations:

• hoa mono encoder: Encoding sound using HOA
coefficients, allowing for detailed spatial localiza-
tion.

• spatial splitter: Handle spatial dispersion
and multi-channel Ambisonic processing.

This spatialization technique proved effective in gener-
ating real-time synthesis based on gesture input within an
AR interface. Spatialization modifies sound using posi-
tion data obtained from real-time interactions between ob-
jects and gestures in the AR environment. The integration
of OSC and SuperCollider facilitated the creation of new
sound effects by utilizing gesture speed as a control pa-
rameter. Additionally, distinct sound effects were gener-
ated based on changes in input position with clearly dis-
tinguishable characteristics. As shown in Figure 4, when
the green object moves diagonally from the center of the
left face to the center of the top face, an increase in speed
produces a modified sound effect resembling wind. For the
yellow object, placing it at the left corner generates a small
breath-like sound through a fast delay effect, while posi-
tioning it at the middle of the right side produces a breath
effect similar to a strong wind sound.

4. FUTURE WORKS

Future research will focus on enhancing the technical per-
formance and musical interaction of the AR performance
system. System improvements will include integrating
new gestures to refine Higher Order Ambisonics (HOA)
spatialization. Optimizing sound effects will enable more
precise and dynamic spatial diffusion by adapting to the
input characteristics of various instruments. Developing
flexible mappings between gesture data and sound parame-
ters will allow performers to control sound more intuitively
and expressively.
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Figure 4. Distinct sound effects achieved through spatialization: (a)
speed-based effects, (b) A location-based small breath effect, and (c) A
location-based big breath efffect.

For creative applications, the system will be expanded
to support collaborative manipulation of spatialized sound
objects, enabling both performers and audiences to interact
within the AR environment. Implementing an adaptive ma-
chine learning-based gesture recognition model will pro-
vide an interaction framework tailored to individual move-
ment styles. These advancements will establish AR-based
music performance as a more versatile and expressive
medium for live concerts and interactive installations.

5. CONCLUSION

For augmented reality (AR) performances, the system in-
tegrates OSC-based motion tracking, SuperCollider-based
synthesis, and Higher Order Ambisonics (HOA) for dy-
namic spatial sound rendering. The proposed frame-
work enables performers to manipulate sound through
AR-based gestures, creating an immersive and expressive
performance environment. The modular structure allows
for adaptability across different instruments, which en-
sures flexibility in sound design. Experimental valida-
tion demonstrated that gesture speed and object position-
ing significantly influenced spatialized sound effects and
enhanced real-time interaction. The findings highlight the
potential of AR-driven spatial audio in live performance
contexts and offer new possibilities for gesture-based sonic
interaction and multi-performer collaboration.
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